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E. coli regulatory network. Self-regulating operons in red. Node 
size is proportional to in-degree (left) and out-degree (right).

E. coli regulatory network estimation results from EE. There is
centralization on in-degree but not out-degree. Transitive closure (feed-
forward loop) is over-represented. Self-regulating operons are more likely
to be regulated than to regulate others.
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Estimation times for undirected network models on 20 Intel
Haswell compute cores (2.3 GHz) on a Lenovo NeXtScale x86
cluster. The elapsed time limit was 99 hours. Nc is the
number of converged runs. SA is “stochastic approximation”,
a widely used ERGM estimation algorithm. Although it is
many times faster, the EE algorithm estimates are consistent
with those from the MCMC MLE methods. Snowball
sampling sometimes does not find a significant effect that
other methods do.

“Motifs” are often considered building
blocks of complex biological networks.
Exponential Random Graph Models
(ERGMs) are a well-established class of
statistical models widely used in social
network analysis, which can determine
the over or under-representation of such
motifs (by significantly positive or
negative estimated model parameters).
Despite being introduced in the
bioinformatics literature ten years ago,
their use in biology has been limited due
to networks being too large to be
estimated with existing methods.

We used high performance computing to
apply our recently developed new
techniques (snowball sampling, improved
fixed density (IFD) ERGM sampling, and
the scalable Equilibrium Expectation (EE)
algorithm) to several protein-protein
interaction (PPI) networks, a gene
regulatory network, and a neural
network.
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Drosophila optic medulla
estimation results from
EE. There is preferential
attachment on both in-
and out- degree. Path
closure is over-
represented but cyclic
closure under-
represented.

Drosophila optic medulla
network with nodes coloured
according to network
community from Louvain
algorithm.


