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Abstract

Exponential-family random graph models (ERGMs) are a family of network models originating in social net-
work analysis, which have also been applied to biological networks. Advances in estimation algorithms have
increased the practical scope of these models to larger networks, however it is still not always possible to estimate
a model without encountering problems of model near-degeneracy, particularly if it is desired to use only simple
model parameters, rather than more complex parameters designed to overcome the problem of near-degeneracy.
Two new network models related to the ERGM, the Tapered ERGM, and the latent order logistic (LOLOG) model,
have recently been proposed to overcome this problem. In this work I illustrate the application of the Tapered
ERGM and the LOLOG to a set of biological networks, including protein-protein interaction (PPI) networks, gene
regulatory networks, and neural networks. I find that the Tapered ERGM and the LOLOG are able to estimate
models for networks for which it was not possible to estimate a conventional ERGM, and are able to do so using
only simple model parameters. In the case of two neural networks where data on the spatial position of neurons
is available, this allows the estimation of models including terms for spatial distance and triangle structures, al-
lowing triangle motif statistical significance to be estimated while accounting for the effect of spatial proximity on
connection probability. For some larger networks, however, Tapered ERGM and LOLOG estimation was not pos-
sible in practical time, while conventional ERGM models were able to be estimated only by using the Equilibrium
Expectation (EE) algorithm.

Keywords— ERGM, exponential-family random graph model, LOLOG, latent order logistic model, biological networks,
motif

1 Introduction

Networks are of great interest in biology in a variety of contexts, such as protein-protein interaction (PPI) networks
(De Las Rivas and Fontanillo, 2010), gene regulatory networks (Emmert-Streib et al., 2014), and neural networks (Al-
lard and Serrano, 2020). It is therefore important to have appropriate methods for analyzing such networks (de Silva
and Stumpf, 2005), and as discussed in Stivala and Lomi (2021), the exponential-family random graph model (ERGM)
is one such method, developed in the context of social networks (Lusher et al., 2013), and first applied to biological
networks by Saul and Filkov (2007). Network models can be generative, seeking mechanisms and explanations, or
null models, used for hypothesis testing (Betzel and Bassett, 2017). A generative model can, of course, also be used as
a null model, by generating simulated networks and comparing the observed statistics of interest to their distributions
in the simulated networks, as done with ERGM in, for example, Felmlee et al. (2021); Stivala and Lomi (2021).

Null models are often used for testing the statistical significance of “motifs”, small (usually connected and in-
duced) subgraphs, which are thought to be over-represented (Milo et al., 2002; Shen-Orr et al., 2002). The conven-
tional null model for assessing this significance is generated by randomizing the observed network, preserving the
degree of each node (Milo et al., 2002), although more sophisticated randomization techniques, preserving additional
properties, can also be used (Mahadevan et al., 2006; Orsini et al., 2015). The conventional procedure has intrinsic
limitations, as described in Fodor et al. (2020), which can be overcome, at least in part, by using a more sophisticated
model, such as the ERGM, as a generative model, a null model, or both (Stivala and Lomi, 2021). These problems
can also be solved using an information theory approach, such as that recently described in Bénichou et al. (2023).

ERGMs are widely used for modeling social networks (Lusher et al., 2013; Koskinen, 2020, 2023), as well as
other application fields (Ghafouri and Khasteh, 2020), and development of ERGM modelling techniques is an active
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research area (Cimini et al., 2019; Lusher et al., 2020; Schweinberger et al., 2020; Schmid et al., 2022; Stivala and
Lomi, 2022; Krivitsky et al., 2022, 2023; Caimo and Gollini, 2023; Giacomarra et al., 2023; Schmid and Hunter,
2024). A brief survey of ERGM applications to biological networks is given in Stivala and Lomi (2021), but some
notable more recent work on the application of ERGMs to neural networks includes the application of temporal
ERGMs (Leifeld et al., 2018) to model brain network reorganization after stroke (Obando et al., 2022), a detailed
review of ERGMs in brain connectivity networks (Dichio and De Vico Fallani, 2023b), and the use of ERGMs as
part of a novel method to explore development of the C. elegans connectome (Dichio and De Vico Fallani, 2023a).
The C. elegans neural network has also been the subject of a related modeling technique, stochastic blockmodelling
(Pavlovic et al., 2014; Gross et al., 2023).

As discussed in Stivala and Lomi (2021), for some of the biological networks considered it was not possible to
estimate an ERGM, and in particular neural networks proved particularly problematic. In this work, I use two new,
related, models, the Tapered ERGM (Fellows and Handcock, 2017; Blackburn and Handcock, 2023) and the latent
order logistic model (LOLOG) (Fellows, 2018; Clark and Handcock, 2022) to re-analyze the biological networks
considered in Stivala and Lomi (2021) and compare the results to the ERGMs presented there, as well as to analyze
some neural networks for which ERGM models could not be estimated.

2 Network models

2.1 Exponential-family random graph model (ERGM) and Tapered ERGM

An ERGM is a probability distribution with the form

pergm(x | θ) =
1

κ(θ)
exp

(
∑
A

θAgA(x)

)
(1)

where

• X = [Xi j] is square binary matrix of random tie variables,

• x is a realization of X ,

• A is a “configuration”, a (small) set of nodes and a subset of ties between them,

• gA(x) is the network statistic for configuration A,

• θA is a model parameter corresponding to configuration A,

• κ(θ) = ∑x∈GN exp(∑A θAgA(x)), where GN is the set of all square binary matrices of order N (graphs with N
nodes), is the normalizing constant to ensure a proper distribution.

Configurations can include nodal attributes, including dyadic attributes such as, for example, the distance between
each pair of nodes. These are assumed to be fixed (exogenous to the model).

By estimating the parameter vector θ which maximizes the probability of an observed graph x under the model,
that is, the maximum likelihood estimate (MLE), together with the estimated standard errors of the parameter esti-
mates, inferences can be made about the over-representation (a positive and statistically significant parameter estimate)
or under-representation (a negative and statistically significant parameter estimate) of the corresponding configura-
tions. These inferences about over-representation (or under-representation) are, for each configuration, conditional on
all the other configurations included in the model, which need not be independent (and which, indeed are usually not
independent). For example, a model might include parameters for density, degree distribution, triangles, two-paths
(note that a triangle is formed by adding a third edge to a two-path), and spatial distance between nodes. In this
model, a statistically significant positive estimate for triangles would indicate that the triangle configuration occurs
more frequently than expected by chance, even accounting for density, degree distribution, number of two-paths, and
the effect of spatial distance on edge probability.

ERGM parameter estimation is, due to the intractable normalizing constant κ(θ) in (1), a computationally in-
tractable problem, and hence in practice it is necessary (except for extremely small networks, (Vega Yon et al., 2021))
to use Markov chain Monte Carlo (MCMC) methods (Hunter et al., 2012) such as Markov Chain Monte Carlo MLE
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(MCMCMLE) (Geyer and Thompson, 1992) or stochastic approximation (Snijders, 2002). More recently, the “Equi-
librium Expectation” (EE) algorithm (Byshkin et al., 2016, 2018; Borisenko et al., 2020) has allowed ERGM models
for networks, including biological networks (Byshkin et al., 2018; Stivala and Lomi, 2021), far larger than previously
possible, to be estimated in practical time (Stivala et al., 2020). Note that Stivala et al. (2020) states that, “An impor-
tant next step is the strengthening of the theoretical basis for the EE algorithm . . . there are no theoretical guarantees
behind the EE algorithm” (Stivala et al., 2020, p. 17). However that referred to the original EE algorithm (Byshkin
et al., 2018), rather than the simplified EE algorithm (Borisenko et al., 2020) now (also) implemented in EstimNetDi-
rected.1,2 This algorithm has been shown to converge to the MLE, if it exists, when the learning rate is small enough,
by Giacomarra et al. (2023), using the uncertain energies framework of Ceperley and Dewing (1999), a proof first out-
lined briefly (but not for the specific case of connected networks considered in Giacomarra et al. (2023)) by Borisenko
et al. (2020) using the results of Ceperley and Dewing (1999); Frenkel et al. (2017).

It is a well-known problem with ERGMs that simple model specifications (such as a model containing only terms
for edges and triangles) can result in “near-degeneracy”, where the MLE does not exist, or the probability mass is
concentrated in a small subset of graphs, often (nearly) empty or (nearly) complete graphs (Handcock, 2003; Snijders
et al., 2006; Hunter, 2007; Schweinberger, 2011; Chatterjee and Diaconis, 2013; Schweinberger et al., 2020; Black-
burn and Handcock, 2023). The usual solution to this problem is to use “alternating” or “geometrically weighted”
configurations (Snijders et al., 2006; Robins et al., 2007; Hunter, 2007; Lusher et al., 2013; Stivala, 2023), however
this can result in the model no longer directly testing the hypotheses of interest (Stivala and Lomi, 2021; Blackburn
and Handcock, 2023), or researchers omitting model terms due only to their tendency to near-degeneracy, or omitting
models entirely, due to an inability to obtain converged estimates (Martin, 2017, 2020; Clark and Handcock, 2022).

Tapered ERGMs (Fellows and Handcock, 2017; Blackburn and Handcock, 2023) are a variant of the ERGM that
solves the problem of near-degeneracy by imposing upper bounds on the variance of the sufficient statistics. The
Tapered ERGM works by assigning lower probability to graphs with statistics far from their central location, using
a new tapering parameter vector τ . The parameter vector τ can itself by estimated by optimizing a double penalized
likelihood, penalizing kurtosis values too far from the target values and values of τ that are too large (Blackburn and
Handcock, 2023). The Tapered ERGM is implemented in the ergm.tapered R package (Handcock et al., 2022b,a;
Krivitsky et al., 2022, 2023).

2.2 Latent order logistic (LOLOG) model

The latent order logistic (LOLOG) model (Fellows, 2018; Clark and Handcock, 2022) is related to the ERGM, but is
based on the principle of network growth, and in particular, a (latent) node ordering process. Each edge variable is
sequentially considered for creation, and edges are not deleted.

In the following, X is a random graph with N nodes ([Xi j] is square binary matrix of random tie variables), x is a
realization of X , and Xt , t = 1, . . . , |x| are latent random variables representing the sequential formation of X . Xt has
exactly t edges and is formed from Xt−1 by the addition of a single edge (Fellows, 2018; Clark and Handcock, 2022).
Here |x| is the number of dyads in the graph, and hence for directed graphs |x|= N(N −1) and for undirected graphs
|x|= N(N −1)/2.

A LOLOG model is specified by two components (Fellows, 2018; Clark and Handcock, 2022). First, the proba-
bility of observing a graph given a specified edge formation order s, which is a product of logistic likelihoods:

p(x | s,θ) =
|x|

∏
t=1

1
Zt(s)

exp(θ ·Cs,t) (2)

where

• s = {s1,s2, . . . ,s|x|} is the set of all possible edge formation orders with |x| dyads,

• Cs,t = g(xt ,s≤t)−g(xt−1,s≤t−1) where s≤t denotes the first t elements of s and g(·) are the sufficient statistics;
Cs,t are the change statistics,

1https://github.com/stivalaa/EstimNetDirected
2The simplified EE algorithm of Borisenko et al. (2020) is used if useBorisenkoUpdate = true is set in the EstimNetDirected

configuration file, otherwise the original EE algorithm described in Byshkin et al. (2018); Stivala et al. (2020) is used. I recommend always
setting useBorisenkoUpdate = true, as was done, for example, for estimating the ERGM models described in Stivala and Lomi (2021,
2022); Stivala et al. (2023b).
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• Zt(s) = exp
(
g(x+t ,s≤t)−g(xt−1,s≤t−1)

)
+1, where x+t is the graph xt−1 with edge st added, are the normalizing

constants.

The second component is the marginal likelihood of an observed graph, a sum over all possible edge permutations,
where p(s) is the probability that the ordering s occurs:

plolog(x | θ) = ∑
s

p(x | s,θ)p(s) (3)

LOLOG model estimation by Monte Carlo method of moments is implemented in the lolog R package (Fellows,
2019). If a partial edge ordering is observed (based on the order of nodes being added to the network, for example),
that the edge ordering can be constrained according to this data, otherwise the space of all possible edge permutations
is randomly sampled.

It is suggested in Clark and Handcock (2022, p. 571) that the reason that the LOLOG does not suffer from the
near-degeneracy problem that ERGM models do, is that, unlike ERGM, the LOLOG simulation procedure considers
each dyad exactly once, limiting the scope for “explosive” edge formation (or dissolution, which does not occur at all
in the LOLOG simulation procedure) that can occur in ERGM.

Clark and Handcock (2022), by re-analyzing a substantial set of networks first analyzed with the ERGM, find
that the LOLOG is generally in qualitative agreement with the ERGM, and is often able to fit with simpler terms that
would result in near-degeneracy in ERGM. Further, they find that the LOLOG tends to be easier (and faster) to fit.

As a recently developed model, there are far fewer published uses of the LOLOG than there are of the well-
established ERGM. However, as well as the re-analyses of networks originally modelled with ERGMs in Clark and
Handcock (2022), some applications to date include analysis of YouTube video recommendations (Abul-Fottouh
et al., 2020; Gruzd et al., 2023) and boilerplate language in international trade agreements (Peacock et al., 2019) and
environmental impact statements (Scott et al., 2021).

3 Methods

3.1 Network data

Seven biological networks are examined in this work. Four of them are exactly those used in Stivala and Lomi (2021):
two undirected PPI networks, and two directed gene regulatory networks. The remaining three are neural networks.

The Saccharomyces cerevisiae (yeast) PPI network (von Mering et al., 2002), HIPPIE human PPI network (Schae-
fer et al., 2012, 2013; Suratanee et al., 2014; Alanis-Lobato et al., 2016), Alon E. coli regulatory network (Salgado
et al., 2001; Shen-Orr et al., 2002), and yeast regulatory network (Milo et al., 2002; Costanzo et al., 2001) are exactly
those used in Stivala and Lomi (2021), and their data processing is described in detail there.

The first neural network is the whole-animal chemical connectome of the adult male C. elegans worm (Cook
et al., 2019). This was mentioned in Stivala and Lomi (2021) as a network for which a converged ERGM could not be
found. The network was obtained from the C. elegans connectome tables in MATLAB-ready format (corrected July
2020) by Kamal Premaratne (University of Miami) downloaded from https://wormwiring.org/matlab%
20scripts/Premaratne%20MATLAB-ready%20files%20.zip (accessed 6 September, 2021). The data
was converted using the R.matlab (Bengtsson, 2018) and igraph (Csárdi and Nepusz, 2006) packages in R.

The second neural network is the hermaphrodite C. elegans neural network of 277 neurons. This data, including
the spatial two-dimensional positions in the lateral plane (in mm) of the neurons (Choe et al., 2004; Kaiser and
Hilgetag, 2006), and the birth times (in minutes) of the neurons (Sulston and Horvitz, 1977; Sulston et al., 1983;
Varier and Kaiser, 2011) was downloaded from https://www.dynamic-connectome.org/?page_id=25
(accessed 31 May 2019).3 There was no birth time data for the hermaphrodite-specific ventral chord motor neuron
VC6, which was excluded from the analysis in Varier and Kaiser (2011), so this was imputed as the mean birth time
of the other VCn neurons.

The third neural network is the Drosophila optic medulla connectome (Takemura et al., 2013), obtaineed via
the Open Connectome database (Vogelstein et al., 2018) at http://openconnecto.me/graph-services/
download/ (accessed 6 November 2016).4 Following Agarwala and Kenter (2023), three-dimensional geometric
locations were assigned to the neurons using the centroids of the synaptic coordinates associated with them, and the

3This data is now available from https://sites.google.com/view/dynamicconnectomelab/resources.
4This data is now available from https://neurodata.io/data/takemura13/.
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subgraph induced by the “named” nodes, consisting of those neurons that have alphanumeric labels, was extracted.
As described in Takemura et al. (2013); Agarwala and Kenter (2023), the neighbourhoods of the 379 neurons in the
central neural column of the Drosophila medulla were traced, but not necessarily the connections between the other
neurons, and the 358 “named” neurons “correspond roughly to the central 379 nodes” (Agarwala and Kenter, 2023).
Unlike Agarwala and Kenter (2023), however, I do not treat the network as undirected, and do not remove the highest
degree node (this is necessary in Agarwala and Kenter (2023) as it violates a condition of their model). I also do not
consider the full network, but only the network induced by the named nodes, since only these have their connections
fully traced.

For all networks, multiple edges and loops (an edge or arc from a node to itself) are removed. In the case of
the Drosophila medulla, this is another difference from Agarwala and Kenter (2023), where loops are retained. In
the E. coli network, following Hummel et al. (2012); Stivala and Lomi (2021), where the self-loops indicate self-
regulation, this is represented instead by a binary node attribute “self”, which is true when a self-loop was present,
and false otherwise.

Summary statistics of the networks, computed using the igraph (Csárdi and Nepusz, 2006) R package, are shown
in Table 1.

Table 1: Network summary statistics.

Network Directed N Components Size of largest Mean degree Density Clustering
component coefficient

Yeast PPI N 2617 92 2375 9.06 0.00346 0.46862
Human PPI (HIPPIE) N 11517 93 11322 8.19 0.00071 0.03773
Alon E. coli regulatory Y 423 34 328 2.45 0.00291 0.02382
Alon yeast regulatory Y 688 11 662 3.14 0.00228 0.01625
Cook C. elegans connectome Y 575 17 559 18.25 0.01589 0.25776
Kaiser C. elegans neural Y 277 1 277 15.20 0.02753 0.19809
Drosophila medulla (named) Y 358 8 351 20.07 0.02811 0.17798

“Clustering coefficient” is the global clustering coefficient (transitivity).

The in-degree and out-degree distributions of the neural networks are shown in Figure 1 as plots of their empirical
cumulative distribution function (CDF). In this figure, α is the exponent in the discrete power law distribution Pr(X =
x) = Cx−α (where C is a normalization constant), and µ and σ are the parameters (respectively, mean and standard
deviation of log(x)) of the discrete log-normal distribution. Discrete power law and log-normal distributions were
fitted using the methods of Clauset et al. (2009) implemented in the poweRlaw package (Gillespie, 2015). Degree
distributions of the other networks are shown in Stivala and Lomi (2021, Fig.3).

For the Cook C. elegans connectome, for both log-normal and power law, and for both in-degree and out-degree
distributions, the null hypothesis that the tail of the empirical distribution (xmin = 11 for in-degree for both power
law and log-normal, and for out-degree, xmin = 26 for power law and xmin = 3 for log-normal) is consistent with the
log-normal or power law distribution cannot be rejected at the conventional p < 0.05 level.

For the Kaiser C. elegans neural network, the null hypotheses that the tails of the in-degree and out-degree distri-
butions are consistent with power law (xmin = 15 for in-degree, xmin = 10 for out-degree) or log-normal distributions
(xmin = 5 for both in-degree and out-degree distributions) cannot be rejected at the conventional p < 0.05 level.

For the Drosophila optic medulla network, for the in-degree distribution, the null hypothesis that the tail of the
empirical CDF (xmin = 13) is consistent with a power law distribution is rejected (p < 0.05), while for the log-
normal distribution (xmin = 4) the null hypothesis is not rejected at the conventional p < 0.05 level. For the out-degree
distribution, neither of the null hypotheses that the tail of the empirical CDF is consistent with a power law distribution
(xmin = 26) or with a log-normal distribution (xmin = 6) can be rejected at the conventional p < 0.05 level.

3.2 Model estimation

All estimations, unless otherwise noted, were run using R (R Core Team, 2022, version 4.0.2) packages on an Intel
Xeon E5-2650 v3 2.30 GHz CPU on a Linux compute cluster node. Facilitating direct comparisons of estimation
time, this is the same cluster that was used for ERGM estimations using the Estimnet (Byshkin et al., 2016, 2018),
EstimNetDirected (Stivala et al., 2020), and statnet (Handcock et al., 2008, 2016) ergm software in Stivala and Lomi
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Figure 1: Discrete power law and log-normal distributions fitted to the empirical CDFs for in-degree (left) and out-
degree (right) distributions of the neural networks.
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(2021). Note that these programs implement stochastic (Monte Carlo) algorithms and terminate when certain conver-
gence criteria are met, and so can demonstrate a large variance in runtime. Hence the reported times, for a single run
for each of the estimations shown here, are merely indicative of the approximate computational requirements, and are
not necessarily representative.

For LOLOG estimations, the lolog R package (Fellows, 2019) was used, and for Tapered ERGM estimations,
the ergm.tapered R package (Handcock et al., 2022b) was used. The latter package builds on the statnet (Handcock
et al., 2008, 2016) ergm package (Handcock et al., 2022a; Krivitsky et al., 2022, 2023). No parallel computing was
used (each estimation was run on a single core), and a 48 hour maximum time limit was imposed by the cluster job
management system.

For estimating Tapered ERGMs with the ergm.tapered package, tapering for dependent parameters was estimated
using kurtosis-penalized likelihood, as described in Blackburn and Handcock (2023). For geometrically weighted
LOLOG or ERGM terms, the decay parameter, denoted α in models presented here, was fixed at values based on
those used in Stivala and Lomi (2021), and adjusted if necessary by trial and error to improve model convergence and
fit, as estimating the decay parameter is not implemented in LOLOG, and curved ERGM model estimation (Hunter
and Handcock, 2006; Hunter, 2007) resulted in estimation not converging within the time limit. LOLOG models
were estimated with default estimation parameters, and model convergence was confirmed by inspecting the model
diagnostic plots (shown in Appendix A). Tapered ERGM models were estimated with ergm.tapered with default esti-
mation parameters, using the ergm version 4 package (Handcock et al., 2022a) adaptive MCMC via effective sample
size feature to automatically adjust the required number of iterations (Krivitsky et al., 2022). Model convergence was
confirmed by inspecting the MCMC diagnostic plots, and only converged non-degenerate models were used.

4 Results and discussion

4.1 Protein-protein interaction (PPI) networks

Yeast PPI and human PPI (HIPPIE) LOLOG estimations, and Tapered ERGM estimations of the HIPPIE network,
did not converge within the 48 hour maximum time limit. Hence the only PPI network model I was able to estimate
was a Tapered ERGM model for the yeast PPI network (Table 2). This estimation took approximately 9 hours.

Table 2: Tapered ERGM (Fellows and Handcock, 2017; Blackburn and Handcock, 2023) parameter estimates (with
estimated standard errors in parentheses) for the yeast PPI network. Estimated using the ergm.tapered package (Hand-
cock et al., 2022b).

Effect Model 1
Edges −6.215 (0.013)∗∗∗

GW degree (α = 0.1) −2.478 (0.125)∗∗∗

Two-paths 0.015 (0.002)∗∗∗

Triangles 0.100 (0.005)∗∗∗

AIC 154767.00
BIC 154832.00

*** p < 0.001; ** p < 0.01; * p < 0.05; ·p < 0.1.

The model in Table 2 shows that triangles are over-represented in this network (the Triangles parameter is positive
and statistically significant). The “geometrically weighted degree” parameter is negative and significant, indicating
centralization of edges (Hunter, 2007; Levy, 2016; Levy et al., 2016). These results are consistent with the ERGM
model of Stivala and Lomi (2021, Table 4), in which there are a positive and significant estimated parameters for both
the “alternating k-triangle“ and “alternating k-star” effects. Note that, confusingly (Levy et al., 2016; Martin, 2020;
Stivala, 2020), the interpretation of the geometrically weighted degree (GW degree) parameter defined in Hunter
(2007) and used in statnet (and hence the tapered ERGM in Table 2) has a different interpretation regarding the sign
to that of the “alternating k-star” effect (Snijders et al., 2006; Robins et al., 2007) used in Stivala and Lomi (2021). A
positive value of the alternating k-star effect indicates centralization based on high-degree nodes, a situation which is
indicated by a negative value of the geometrically-weighted degree parameter.

Goodness-of-fit plots for this model are shown in Figure A1, showing that the fit to the triad census (and hence
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number of triangles) is excellent. However the fit to the other network statistics, and in particular the geodesic distance
distribution, is poor.

Using the tapered ERGM, therefore, allowed estimation of a model more directly testing motif significance (using
a parameter for triangles directly, rather than requiring alternating k-triangles or “geometrically weighted edgewise
shared partners”). However I was not able to estimate a Tapered ERGM model for the larger human PPI network, nor
a LOLOG model for either of the PPI networks. ERGM models for these networks could also not be estimated with
“standard” ERGM estimation software, specifically PNet (Wang et al., 2009), MPNet (Wang et al., 2014, 2022), or the
statnet ergm package (Handcock et al., 2022a; Krivitsky et al., 2023). In contrast, ERGM models for both networks
could be estimated using the “Equilibrium Expectation” (EE) algorithm (Byshkin et al., 2018; Borisenko et al., 2020)
as described in Stivala and Lomi (2021).

It is also worth noting that, while the “alternating k-two-paths” parameter, when included, was found to be neg-
ative and significant in Stivala and Lomi (2021, Table 4), in the different Tapered ERGM model (in which simple
Triangles and Two-paths are used, rather than “alternating” versions) shown in Table 2, the Two-paths parameter is
found to be positive and significant. No interpretation of these parameters is made, but they are included to “control
for” the triangle (or alternating k-triangle) parameters, since, as discussed in Stivala and Lomi (2021), these ERGM
configurations are not induced subgraphs. That is, a triangle contains two-paths within it as a subgraph (but not an in-
duced subgraph), and so it is usual ERGM modeling practice to include a term for two-paths when a term for triangles
is included (Koskinen and Daraganova, 2013).

One further point to note, is that in Stivala and Lomi (2021), a nodal attribute for the functional category (class) of
the protein was used, and a parameter to test for matching class included (Stivala and Lomi, 2021, Table 4). However
a significant number of proteins are “uncharacterized” (have an NA value for class) (von Mering et al., 2002, S. I.),
and NA values for nodal attributes are not currently allowed for Tapered ERGM models in statnet; some form of
imputation or other technique for handling missing data (Koskinen et al., 2013) would have to be used.

4.2 Gene regulatory networks

Table 3: Latent order logistic (LOLOG) model (Fellows, 2018) parameter estimates for the Alon E. coli regulatory
network. Estimated using the lolog package (Fellows, 2019).

Effect Estimate Std. error p-value
Edges −5.9596 0.5955 < 0.001
GW in-degree (α = 0.2) −2.7560 0.1564 < 0.001
GW out-degree (α = 0.2) 1.5308 0.2016 < 0.001
Two-paths −0.8845 0.1564 < 0.001
Triangles 2.9323 0.2463 < 0.001
Nodecov self 0.7223 0.2084 < 0.001
Nodematch self −0.8923 0.1420 < 0.001

A LOLOG model for the E. coli gene regulatory network is shown in Table 3. This estimation took approximately
20 minutes. Tapered ERGM models for the network are shown in Table 4. Estimation of Model 1 and Model 2
took approximately 1 minute and 33 minutes, respectively. Consistent with the ERGM models for this network
in Stivala and Lomi (2021), both the LOLOG and Tapered ERGM models indicate centralization based on high-
in-degree nodes, but not (indeed, a tendency against such centralization) for out-degree, an over-representation of
transitive triangles, and a tendency against self-regulating operons regulating other self-regulating operons (negative
and significant estimate for the “Nodematch self” parameter).

This is the only network examined here in which an ERGM was able to be estimated with “standard” statnet ergm
package (Stivala and Lomi, 2021, Table S1), rather than requiring the use of the EE algorithm in EstimNetDirected.
The LOLOG and Tapered ERGM models shown here were able to be estimated with the Triangles or Transitive
triples, respectively, parameter, rather than requiring the alternating k-triangles or geometrically weighted edgewise
shared partners (GWESP) parameter used in Stivala and Lomi (2021), however. The LOLOG and statnet (and hence
the Tapered ERGM), packages, however, do not allowing the modelling of loops (self-edges), and hence the nodal
covariate “self” is used here, as in Hummel et al. (2012) to model self-regulation in a simplistic way. In contrast,
EstimNetDirected can model networks containing loops, and it was found that loops are over-represented in this
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Table 4: Tapered ERGM (Fellows and Handcock, 2017; Blackburn and Handcock, 2023) parameter estimates (with
estimated standard errors in parentheses) for the Alon E. coli regulatory network. Estimated using the ergm.tapered
package (Handcock et al., 2022b).

Effect Model 1 Model 2
Edges −3.062 (0.077)∗∗∗ −2.716 (0.156)∗∗∗

GW in-degree (α = 2) −3.979 (0.134)∗∗∗ −3.831 (0.134)∗∗∗

GW out-degree (α = 0) 1.570 (0.190)∗∗∗ 1.479 (0.188)∗∗∗

Two-paths −0.495 (0.102)∗∗∗ −0.501 (0.101)∗∗∗

Transitive triples 2.171 (0.234)∗∗∗ 2.156 (0.177)∗∗∗

Nodecov self −0.230 (0.122)·

Nodematch self −0.524 (0.139)∗∗∗

AIC 5656.00 5635.00
BIC 5717.00 5715.00

*** p < 0.001; ** p < 0.01; * p < 0.05; ·p < 0.1.

network (Stivala and Lomi, 2021).
Goodness-of-fit plots for the LOLOG (Table 3) and Tapered ERGM (Table 4) are shown Figure A2 and Figure A3,

respectively, showing all models fit the data well.

Table 5: Latent order logistic (LOLOG) model (Fellows, 2018) parameter estimates for the Alon yeast regulatory
network. Estimated using the lolog package (Fellows, 2019).

Effect Estimate Std. error p-value
Edges −4.1067 0.0777 < 0.001
GW in-degree (α = 0.2) 1.0386 0.1048 < 0.001
GW out-degree (α = 0.2) −3.9870 0.1178 < 0.001
Two-paths −0.7062 0.0656 < 0.001
Triangles 2.6633 0.1659 < 0.001

A LOLOG model for the yeast regulatory network is shown in Table 5. This estimation took approximately 36
minutes. The Tapered ERGM estimation of this network shown in Table 6 took approximately 5 minutes. Consistent
with the results in Stivala and Lomi (2021, Table 7), these models show centralization on out-degree, but not in-degree,
and an over-representation of (transitive) triangles.

Goodness-of-fit plots for the LOLOG model (Table 5) and Tapered ERGM model (Table 6) are shown in Figure A4
and Figure A5, respectively. These figures show a good fit to the data, with the exception of the reciprocity (mutual)
statistic for the tapered ERGM model (Table 6, Fig. A5). As discussed in Stivala and Lomi (2021), there is only a
single reciprocated arc in this network, and hence ERGM models that do not include the Reciprocity parameter can
show poor goodness-of-fit on statistics involving reciprocated arcs, while models that do include this parameter can
exhibit poor convergence. I also found this to be the case with the Tapered ERGM, with the model shown in Table 6
showing good convergence diagnostics, while a model (not shown) without the Reciprocity (mutual) parameter does
not. This issue does not affect the LOLOG model with no Reciprocity (mutual) parameter (Table 5), however, where
the goodness-of-fit for the mutual statistic is good (Fig. A4).

4.3 Neural networks

A LOLOG model for the Cook C. elegans connectome is shown in Table 7. This estimation took approximately 3
hours. Tapered ERGM models for this network are shown in Table 8. Estimation of Model 1 and Model 2 took
approximately 3 hours, and 7 hours, respectively.

These models both show centralization based on high out-degree nodes, and an over-representation of (transitive)
triangles. The Tapered ERGM models also have a negative and statistically significant GW in-degree parameter,
indicating centralization also for the in-degree distribution, but this parameter is not statistically significant in the
LOLOG model. Conversely, the LOLOG model has a negative and statistically significant Two-paths parameter, but

9



Table 6: Tapered ERGM (Fellows and Handcock, 2017; Blackburn and Handcock, 2023) parameter estimates (with
estimated standard errors in parentheses) for the Alon yeast regulatory network. Estimated using the ergm.tapered
package (Handcock et al., 2022b).

Effect Model 1
Edges −3.858 (0.067)∗∗∗

Reciprocity −4.707 (2.747)·

GW in-degree (α = 0.5) 1.112 (0.170)∗∗∗

GW out-degree (α = 1.5) −4.540 (0.108)∗∗∗

Two-paths −0.291 (0.065)∗∗∗

Transitive triples 1.815 (0.145)∗∗∗

AIC 11964.00
BIC 12041.00

*** p < 0.001; ** p < 0.01; * p < 0.05; ·p < 0.1.

Table 7: Latent order logistic (LOLOG) model (Fellows, 2018) parameter estimates for the Cook C. elegans connec-
tome. Estimated using the lolog package (Fellows, 2019).

Effect Estimate Std. error p-value
Edges −2.8910 0.1179 < 0.001
GW in-degree (α = 0.1) 0.3020 0.1874 0.1071
GW out-degree (α = 0.1) −3.9835 0.2112 < 0.001
Two-paths −0.4339 0.0317 < 0.001
Triangles 3.6632 0.2081 < 0.001

neither Two-paths (Model 1) nor geometrically-weighted dyadwise shared partners (GWDSP, Model 2) are significant
in the Tapered ERGM model (Table 8).

Goodness-of-fit plots for the LOLOG model (Table 7) and Tapered ERGM models (Table 8) are shown in Fig-
ure A6 and Figure A7, respectively. The LOLOG model has a poor fit on reciprocity (mutual) and the in-degree
distribution, but a better fit on the out-degree distribution and edgewise shared partners. I also estimated a model (not
shown) including the mutual (Reciprocity) parameter, however this model showed poor convergence on the diagnostic
plots. The Tapered ERGM models show not very good fit on the degree distributions, and bad fit on the dyadwise and
edgewise shared partner and geodesic distance distributions, but reasonable fit on the triad census.

As discussed in Stivala and Lomi (2021), a converged ERGM could not be found for this network using statnet
(ergm) or EstimNetDirected, and hence this is an example where the LOLOG and Tapered ERGM can both estimate
models that could not be estimated with “standard” ERGMs. This network, as well as the Kaiser C. elegans and

Table 8: Tapered ERGM (Fellows and Handcock, 2017; Blackburn and Handcock, 2023) parameter estimates (with
estimated standard errors in parentheses) for the Cook C. elegans connectome. Estimated using the ergm.tapered
package (Handcock et al., 2022b).

Effect Model 1 Model 2
Edges −3.860 (0.027)∗∗∗ −3.747 (0.029)∗∗∗

GW in-degree (α = 0.2) −4.458 (0.184)∗∗∗ −4.499 (0.189)∗∗∗

GW out-degree (α = 0.2) −9.269 (0.164)∗∗∗ −9.381 (0.164)∗∗∗

Two-paths 0.001 (0.003)
GWDSP (α = 1) −0.006 (0.005)
Transitive triples 0.101 (0.005)∗∗∗ 0.102 (0.008)∗∗∗

AIC 50449.00 50515.00
BIC 50514.00 50580.00

*** p < 0.001; ** p < 0.01; * p < 0.05; ·p < 0.1.
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Drosophila medulla neural networks, for which I also could not find good ERGM models with statnet (ergm) or
EstimNetDirected, although not larger than the other, non-neural, networks, have far higher mean degree and density
(Table 1), which might be one reason contributing to my inability to find a converged model for such networks with
other ERGM estimation algorithms.

Table 9: Latent order logistic (LOLOG) model (Fellows, 2018) parameter estimates for the Kaiser C. elegans neural
network. Model 1 has node inclusion order specified by birth time, while Model 2 does not. Estimated using the lolog
package (Fellows, 2019).

Effect Model 1 Model 2
Edges −2.8248 (0.1103)∗∗∗ −2.7212 (0.1276)∗∗∗

Reciprocity −0.4218 (0.6775) −0.6095 (0.7846)
GW in-degree (α = 0.2) −0.9906 (0.1547)∗∗∗ −0.9640 (0.1576)∗∗∗

GW out-degree (α = 0.2) −0.7592 (0.1628)∗∗∗ −0.7105 (0.1408)∗∗∗

Two-paths −0.0798 (0.0198)∗∗∗ −0.0916 (0.0154)∗∗∗

Triangles 1.1689 (0.2579)∗∗∗ 1.2790 (0.2533)∗∗∗

Euclidean distance −1.0682 (0.1152)∗∗∗ −0.8780 (0.1040)∗∗∗

Nodecov birthtime −0.0001 (0.0000)∗∗

*** p < 0.001; ** p < 0.01; * p < 0.05.

Table 9 shows LOLOG models for the Kaiser C. elegans neural network. These estimations took approximately 54
minutes and 11 minutes for Model 1 and Model 2 respectively, on a Lenovo PC with an Intel Core i5-10400 2.90 GHz
CPU under Windows with cygwin (R version 4.2.1, lolog version 1.3).5 Model diagnostic and goodness-of-fit plots
for Model 1 and Model 2 (Table 9) are shown in Figure A8 and Figure A9, respectively. These show the models fit will
on the model parameters, as well as in-degree and out-degree distribution and edgewise shared partners distribution
(although the fit for small values on the latter is not very good). I also estimated models without the Reciprocity
(mutual) parameter, and the results were consistent, including a good fit on the distribution of reciprocal edges —
note that the Reciprocity parameter in the models in Table 9 is not statistically significant.

These models show centralization on both in-degree and out-degree, and an over-representation of triangles, as
well as a statistically significant negative estimate for the Euclidean distance parameter, meaning that spatially closer
neurons are more likely to be connected. The centralization on degree and over-representation of triangles is consistent
with the findings reported by Varshney et al. (2011), for a different version of the data, by fitting power law distri-
butions to the degree distributions (just as in Figure 1 for the data used here), and using a conventional motif-finding
method based on randomizing the network while preserving the degree of each node (Varshney et al., 2011).

The finding that triangles are over-represented in the C. elegans neural network was also described in the well-
known “Network motifs” paper (Milo et al., 2002), and, as noted byVarshney et al. (2011), was already reported by
White et al. (1986). No spatial data was used in Varshney et al. (2011), and they state that such over-representation
of the triangle motif “would arise naturally if proximity was a limiting factor for connectivity, however there is no
evidence for this limitation” (Varshney et al., 2011, p. 12). However, as noted by Artzy-Randrup et al. (2004), it
was already shown by White et al. (1986) that neighbouring neurons are more likely than distant neurons to form a
connection — and this spatial feature of clustering is not accounted for in conventional motif finding methods, as used
in Milo et al. (2002); Varshney et al. (2011), where only degree distribution is preserved in the randomized networks
constituting the null model. So, although spatial proximity is not necessarily a “limiting factor” for connectivity, since
long distance connections do exist, and indeed in most cases can do so because the connections were formed early on
in development when the neurons were spatially closer (Varier and Kaiser, 2011), it is certainly a relevant factor that
should be accounted for in determining the statistical significance of the triangle motif (Artzy-Randrup et al., 2004).
The LOLOG model (as does ERGM) allows for the inclusion of both the triangle structure and spatial proximity (as
well as other relevant and non-independent features, including terms to model degree distribution), and as shown by
the models in Table 9, both the triangle structure and spatial proximity of connected neurons are statistically significant
features of this network. That is, even accounting for the spatial proximity effect (and all other effects in the model),
there is significant over-representation of the triangle structure.

5This estimation was run on a different system from the others due to the compute cluster becoming unexpectedly, and regrettably, unavail-
able during the course of the work described here.
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Although this model shows that increasing Euclidean distance between two neurons makes them less likely to
be directly connected, this does not necessarily imply that the network has grown in such a way as to minimize the
length of connections. Kaiser and Hilgetag (2006) find that neural networks (in examples including C. elegnas) seem
to minimize geodesic distance of processing paths (processing steps), rather than “wiring length”. The non-optimal
wiring length arises from long-distance connections, suggesting a trade-off between wiring length and average number
of processing steps (Kaiser and Hilgetag, 2006).

Model 1 (Table 9) was estimated with the node inclusion order specified in the LOLOG model as the neuronal birth
times, while Model 2 does not specify the inclusion order, but instead includes the birth times as a nodal covariate.
The results for both models are consistent, but Model 2 shows a negative and statistically significant estimate of the
birth time covariate, indicating that older neurons tend to have more connections. This is consistent with the finding
in Varier and Kaiser (2011) that early-born neurons are more highly connected than later-born neurons.

I was unable to find a converged Tapered ERGM estimate, using simple model terms such as those used for the
LOLOG model (Table 9), for the Kaiser C. elegans neural network.

Table 10: Latent order logistic (LOLOG) model (Fellows, 2018) parameter estimates for the Drosophila medulla
network. Estimated using the lolog package (Fellows, 2019).

Effect Estimate Std. error p-value
Edges −1.4418 0.1173 < 0.001
Reciprocity −1.2554 0.8765 0.1521
GW in-degree (α = 0.2) −0.8541 0.1597 < 0.001
GW out-degree (α = 0.2) −0.9857 0.1320 < 0.001
Two-paths −0.1128 0.0164 < 0.001
Triangles 1.2676 0.2523 < 0.001
Euclidean distance −0.0012 0.0001 < 0.001

Table 11: Tapered ERGM (Fellows and Handcock, 2017; Blackburn and Handcock, 2023) parameter estimates for
the Drosophila medulla network. Estimated using the ergm.tapered package (Handcock et al., 2022b).

Effect Model 1
Edges −2.579 (0.062)∗∗∗

Reciprocity 1.406 (0.095)∗∗∗

GW in-degree (α = 0.2) −3.384 (0.025)∗∗∗

GW out-degree (α = 0.2) −3.733 (0.027)∗∗∗

Two-paths −0.000 (0.005)
Transitive triples 0.073 (0.011)∗∗∗

Euclidean distance −0.001 (0.000)∗∗∗

AIC 29150.00
BIC 29229.00

*** p < 0.001; ** p < 0.01; * p < 0.05; ·p < 0.1.

Table 10 shows a LOLOG model for the Drosophila optic medulla network. This estimation took approximately
1.3 hours on a Lenovo PC with an Intel Core i5-10400 2.90 GHz CPU under Windows with cygwin (R version 4.2.1,
lolog version 1.3). A Tapered ERGM model for the Drosophila optic medulla network is shown in Table 11. This
estimation took approximately 6 minutes (on the same cluster system as the other estimations). The diagnostic and
goodness-of-fit plots in Figure A10 show that the LOLOG model fits well, and the goodness-of-fit plots in Figure A11
show that the Tapered ERGM fits well, aside from the geodesic distance distribution, and some of the triad census
(for example 300, three mutually connected nodes).

Both the LOLOG model (Table 10) and the Tapered ERGM model (Table 11) show centralization on both in-
degree and out-degree (as we might expect from the power law and log-normal distributions fit to the degree distribu-
tions in Figure 1), and an over-representation of (transitive) triangles, as well as a negative and statistically significant
estimate of the Euclidean distance parameter, indicating that spatially closer neurons are more likely to be connected.

That spatial distance between nodes is a contributor to the structure of neural networks (closer neurons are more
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likely to be connected) is expected. As well as the previous findings in the context of the C. elegans neural network
discussed above, it was found by Stillman et al. (2017) using generalized ERGM (Desmarais and Cranmer, 2012)
models of the human Default Mode Network, and previously noted by Vértes et al. (2012); Roberts et al. (2016) for
the human brain, and Betzel and Bassett (2017); Allard and Serrano (2020) more generally, including for Drosophila
connectomes, and is noted in general in a review of trade-offs in brain network structure (Bullmore and Sporns,
2012). As discussed previously for the C. elegans neural network, that the (transitive) triangles parameter is positive
and significant in a model that also includes Euclidean distance between nodes is evidence that the transitive triangle
structure is over-represented, even when accounting for the spatial proximity effect.

Table 12: Summary of model fits

Network ERGM Tapered ERGM LOLOG
Yeast PPI EE only Only fits triad census well No
Human PPI (HIPPIE) EE only No No
Alon E. coli regulatory EE, statnet Good Good
Alon yeast regulatory EE only Good, except reciprocity Good
Cook C. elegans connectome No Only fits triad census well Poor fit on reciprocity and in-

degree distribution
Kaiser C. elegans neural No No (with simple triangle

terms)
Good

Drosophila medulla (named) No Poor on geodesic distance
distribution and some triads

Good

“No” means a non-degenerate model was unable to be estimated. “EE” is the Equilibrium Expectation algorithm implemented in the Estimnet
or EstimNetDirected software; models estimated with the EE algorithm or statnet are described in Stivala and Lomi (2021), and use the
“alternating” or “geometrically weighted” model terms for triangles to avoid degeneracy. Note that the LOLOG goodness-of-fit does not
include geodesic distance distribution or triad census.

Table 12 summarizes results described here for the ability to find non-degenerate models, and their goodness-
of-fit, for “standard” ERGMs, Tapered ERGMs, and LOLOGs. These results show that, with the exception of the
HIPPIE network (and the Yeast PPI network for LOLOG and C. elegans neural network for Tapered ERGM), the
Tapered ERGM and LOLOG are able to estimate models for biological networks that could not be estimated using
standard ERGMs with either statnet or the EstimNetDirected software. Further, the Tapered ERGM and LOLOG are
able to estimate models with simple terms, such as triangle, while “alternating” (Snijders et al., 2006; Robins et al.,
2007) or “geometrically weighted” (Hunter, 2007) terms are required to avoid near-degeneracy in estimating these
models using standard ERGMs.

5 Conclusions and future work

I was able to estimate both Tapered ERGM and LOLOG models for biological networks for which I was unable to
estimate “standard” ERGM models. Furthermore, these models can be estimated with simple model terms such as the
triangle, without having to consider the problem of near-degeneracy which frequently occurs using such parameters in
standard ERGMs, necessitating the use of “geometrically weighted” or “alternating” parameters instead. As discussed
in Clark and Handcock (2022) for LOLOGs, and Blackburn and Handcock (2023) for Tapered ERGMs, this simplifies
both the model and the modeling procedure, and allows the use of a wider set of statistics, without being constrained
by problems with near-degeneracy. In the context of biological networks as considered in this work, it overcomes the
limitation discussed in Stivala and Lomi (2021), that the use of more complex statistics such as “alternating k-stars”
or “geometrically weighted edgewise shared partners” (GWESP) is a further step away from directly testing for over-
representation of the motif. (Note that even using the triangle term is not quite the same as a motif as usually defined,
since motifs are usually considered to be induced subgraphs, and ERGM configurations are usually subgraphs, not
induced subgraphs, although they can also be defined to be induced subgraphs, as for example in Yaveroǧlu et al.
(2015)).

For the networks considered here, the LOLOG and Tapered ERGMs have consistent interpretations, and, where
“standard” ERGMs were able to be estimated, their interpretations are also consistent with the LOLOG and Tapered
ERGM models estimated in this work.
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For networks where spatial information is available — the C. elegans neural network and the Drosophxila medulla
network — the ability to estimate a model with both spatial information and triangle terms overcomes the problem
with standard motif significance testing methods that spatial aggregation is not accounted for in determining the over-
representation of triangles (Artzy-Randrup et al., 2004). Further, using the ERGM (including Tapered ERGM) or
LOLOG, we do not have to make the assumption of the geometric Chung-Lu model in Agarwala and Kenter (2023)
that the “intensities” (expected degrees) of nodes and the distances between them are independent — an assumption
that has biological evidence contradicting it, as noted by Agarwala and Kenter (2023).

A further advantage of the LOLOG is its ability to account for edge orderings (Fellows, 2018; Clark and Handcock,
2022). This was used in Fellows (2018) to model the order in which nodes join a social network (as they have a joining
date), and although only used in the one example for which relevant information was available in Clark and Handcock
(2022), it was suggested that citation networks are another natural use. In this work, I was able to use the birth times
of neurons in the C. elegans neural network as the ordering variable in a LOLOG model, although it did not result in
any clear improvement in model fit relative to using the birth time simply as a nodal covariate.

Currently, the LOLOG package has a rather limited number of model terms implemented, although there is a
facility to define new model terms (Fellows, 2019). In contrast, an advantage of the Tapered ERGM is that its
implementation builds on the statnet ergm package, and hence can use any of the (dauntingly) many model terms
available in the ergm package (Handcock et al., 2022a), as well as allowing user-defined terms (Hunter et al., 2013),
and automatically takes advantage of computational improvements made in that software (Krivitsky et al., 2022).

For larger networks, standard estimation algorithms such as the MCMCMLE algorithm used in the statnet ergm
package or the Monte Carlo method of moments approach used in the LOLOG package may still not be able to
estimate models in practical time. Specifically, I was only able to estimate a Tapered ERGM model for the smaller
of the two PPI networks (both of which are considerably larger than the other networks considered in this work), and
a LOLOG for neither of them. In contrast, ERGM models were able to be estimated for both, using the Equilibrium
Expectation (EE) algorithm (Stivala and Lomi, 2021). This suggests that a fruitful line of future work could be
to investigate the applicability of this algorithm to the LOLOG and the Tapered ERGM models. Another future
application could be to implement the “tapering” algorithm (Fellows and Handcock, 2017; Clark and Handcock, 2022)
for the autologistic actor attribute model (ALAAM), a variant of the ERGM for modeling social influence (Robins
et al., 2001; Daraganova and Robins, 2013; Koskinen and Daraganova, 2022; Parker et al., 2022), which, like the
ERGM, can suffer from problems of near-degeneracy, which currently can only be overcome by using “geometrically
weighted” model terms (Stivala, 2023), as implemented in the ALAAMEE software (Stivala et al., 2023a).

The development of more scalable estimation algorithms (such as the EE algorithm) for LOLOG seems a particu-
larly useful line of investigation, since very large networks can have ERGM models estimated using the EE algorithm,
however such networks can be too large for the simulation-based goodness-of-fit procedure usually used for ERGMs,
due to the computational difficulty of the MCMC procedure for ERGM simulation (Stivala et al., 2020), a limitation
which is yet to be overcome. In contrast, a “key advantage of the LOLOG model is the ease of simulation from
the model” (Clark and Handcock, 2022, p. 570); it requires only a draw from the distribution of edge orderings and
sequential logistic regression on the change statistics (Fellows, 2018). This suggests that, unlike ERGMs, this simula-
tion procedure would be practical even on very large networks, which are too large for LOLOG models to be estimated
in practical time with the algorithms currently implemented.
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Appendix A Supplementary figures
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Figure A1: Goodness-of-fit plots for the tapered ERGM model of the yeast PPI network (Table 2).

23



twoPath

nodematch.self out−gwdegree.0.2 triangles

edges in−gwdegree.0.2 nodecov.self

100 150 200 250 300

160 200 240 320 340 360 380 400 20 40 60 80

450 500 550 600 100 110 120 130 140 1100 1200 1300 1400 1500 1600 1700

0

25

50

75

0

40

80

120

0

25

50

75

100

0

20

40

60

80

0

25

50

75

100

0

25

50

75

0

25

50

75

100

co
un

t

(a) Model diagnostic plots

edges mutual

S
ta

tis
tic

0
10

0
20

0
30

0
40

0
50

0

(b) Edges

0

100

200

300

in−
de

gr
ee

.0

in−
de

gr
ee

.1

in−
de

gr
ee

.2

in−
de

gr
ee

.3

in−
de

gr
ee

.4

in−
de

gr
ee

.5

in−
de

gr
ee

.6

in−
de

gr
ee

.7

in−
de

gr
ee

.8

in−
de

gr
ee

.9

in−
de

gr
ee

.1
0

in−
de

gr
ee

.1
1

in−
de

gr
ee

.1
2

in−
de

gr
ee

.1
3

in−
de

gr
ee

.1
4

in−
de

gr
ee

.1
5

in−
de

gr
ee

.1
6

in−
de

gr
ee

.1
7

in−
de

gr
ee

.1
8

in−
de

gr
ee

.1
9

in−
de

gr
ee

.2
0

in−
de

gr
ee

.2
1

in−
de

gr
ee

.2
2

in−
de

gr
ee

.2
3

in−
de

gr
ee

.2
4

in−
de

gr
ee

.2
5

in−
de

gr
ee

.2
6

in−
de

gr
ee

.2
7

in−
de

gr
ee

.2
8

in−
de

gr
ee

.2
9

in−
de

gr
ee

.3
0

in−
de

gr
ee

.3
1

in−
de

gr
ee

.3
2

in−
de

gr
ee

.3
3

in−
de

gr
ee

.3
4

in−
de

gr
ee

.3
5

in−
de

gr
ee

.3
6

in−
de

gr
ee

.3
7

in−
de

gr
ee

.3
8

in−
de

gr
ee

.3
9

in−
de

gr
ee

.4
0

in−
de

gr
ee

.4
1

in−
de

gr
ee

.4
2

in−
de

gr
ee

.4
3

in−
de

gr
ee

.4
4

in−
de

gr
ee

.4
5

in−
de

gr
ee

.4
6

in−
de

gr
ee

.4
7

in−
de

gr
ee

.4
8

in−
de

gr
ee

.4
9

in−
de

gr
ee

.5
0

in−
de

gr
ee

.5
1

in−
de

gr
ee

.5
2

in−
de

gr
ee

.5
3

in−
de

gr
ee

.5
4

in−
de

gr
ee

.5
5

in−
de

gr
ee

.5
6

in−
de

gr
ee

.5
7

in−
de

gr
ee

.5
8

in−
de

gr
ee

.5
9

in−
de

gr
ee

.6
0

in−
de

gr
ee

.6
1

in−
de

gr
ee

.6
2

in−
de

gr
ee

.6
3

in−
de

gr
ee

.6
4

in−
de

gr
ee

.6
5

in−
de

gr
ee

.6
6

in−
de

gr
ee

.6
7

in−
de

gr
ee

.6
8

in−
de

gr
ee

.6
9

in−
de

gr
ee

.7
0

in−
de

gr
ee

.7
1

in−
de

gr
ee

.7
2

S
ta

tis
tic

(c) In-degree distribution

0

50

100

150

200

250

ou
t−

de
gr

ee
.0

ou
t−

de
gr

ee
.1

ou
t−

de
gr

ee
.2

ou
t−

de
gr

ee
.3

ou
t−

de
gr

ee
.4

ou
t−

de
gr

ee
.5

ou
t−

de
gr

ee
.6

S
ta

tis
tic

(d) Out-degree distribution

0

200

400

es
p.0

es
p.1

es
p.2

es
p.3

es
p.4

es
p.5

es
p.6

es
p.7

es
p.8

es
p.9

es
p.1

0

es
p.1

1

es
p.1

2

es
p.1

3

es
p.1

4

es
p.1

5

es
p.1

6

es
p.1

7

es
p.1

8

es
p.1

9

es
p.2

0

es
p.2

1

es
p.2

2

es
p.2

3

es
p.2

4

es
p.2

5

S
ta

tis
tic

(e) Edgewise shared partners

Figure A2: Model diagnostic and goodness-of-fit plots for the Alon E. coli regulatory network LOLOG model, Ta-
ble 3.
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Figure A3: Goodness-of-fit plots for the tapered ERGM models of the Alon E. coli regulatory network (Table 4).
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Figure A4: Model diagnostic and goodness-of-fit plots for the Alon yeast network LOLOG model, Table 5.
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Figure A5: Goodness-of-fit plots for the tapered ERGM model of the Alon yeast regulatory network (Table 6).
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(d) Out-degree distribution
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(e) Edgewise shared partners

Figure A6: Model diagnostic and goodness-of-fit plots for the Cook C. elegans connectome LOLOG model, Table 7.
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Figure A7: Goodness-of-fit plots for the tapered ERGM models of the Cook C. elegans connectome (Table 8).
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Figure A8: Model diagnostic and goodness-of-fit plots for the Kaiser C. elegans neural network LOLOG Model 1
(Table 9).
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Figure A9: Model diagnostic and goodness-of-fit plots for the Kaiser C. elegans neural network LOLOG Model 2
(Table 9).
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(c) In-degree distribution
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(d) Out-degree distribution
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Figure A10: Model diagnostic and goodness-of-fit plots for the Drosophila medulla network LOLOG model, Table 10.
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Figure A11: Goodness-of-fit plots for the tapered ERGM model of the Drosophila medulla network (Table 11).
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